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 8. RISK ANALYSIS METHODOLOGY

8.1 WHAT IS RISK ANALYSIS?

Risk Analysis is the technical process and procedures for
identifying, characterizing, quantifying and evaluating hazards.
It is widely used in industry and by federal agencies to support
regulatory and resource allocation decisions. The analysis of
risk, also called Risk Assessment (see definitions of terms in
Ch.1 and in the Glossary, App. A), consists of two distinct
phases: a qualitative step of hazard identification,
characterization and ranking; and a quantitative risk evaluation
entailing estimation of the occurrence probabilities and the
consequences of hazardous events, including catastrophic ones.
Following the quantification of risk, appropriate Risk Management
options can be devised and considered, risk/benefit or cost
analysis may be undertaken and Risk Management policies may be
formulated and implemented. The main goals of Risk Management
are to prevent the occurrence of accidents by reducing the
probability of their occurrence (e.g., practice risk avoidance),
to reduce the impacts of uncontrollable accidents (e.g., prepare
and adopt emergency responses) and to transfer risk (e.g., via
insurance coverage). Most personnel safety and
operational/handling precautions and requirements at hazardous
facilities (and hardware design reviews and approval for plants
and critical equipment) are intended to prevent, reduce the
frequency or probability of occurrence of hazardous events and to
minimize their potential impacts. 

Both normal operations and unforeseen conditions can lead to
accidents which cannot be prevented or controlled. In such
cases, the residual risk must be accepted and managed by
preparing emergency response procedures (e.g., evacuation and
medical response plans) to lessen the consequences of such
accidents. Deterministic and worst case scenario analyses are
often used to assess the scope and exposure impacts of improbable
hazardous events with high consequences.

Several recent reports have discussed the role of technical risk
assessment inputs to regulatory analysis and policy decision
making.(1-3) Since Risk Assessment is a field where safety and
loss prevention are the chief concerns, conservatism at various
steps in the analysis has often been adopted as a prudent
approach. Thus, conservative assumptions have been compounded
sometimes in setting unnecessarily stringent regulatory standards
and requirements. In practice, excessive conservatism and use of
"worst case" analysis has served as a basis for over-design of
critical facilities, and over-regulation of industry by setting
unnecessarily strict license and permit requirements.(4,5) Several
mission Agencies (such as DOD, NASA, DOE, EPA, USBM, OSHA, NIH,
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NRC) have developed their own risk analysis tools to carry out
studies either in support of regulatory standards, criteria and
policies or to enable safe operations. For the past few years,
an Interagency Task Force for Risk Assessment, led by the NSF,
has been working on uniform standards, to the extent possible and
practical, for risk analysis methods and their use by federal
Agencies charged with protecting the safety and health of the
workers and the public. Some of these tools and approaches,
whether developed specifically for space applications (Ch.9) or
for licensing decisions (e.g., NRC regulations and studies),(8,15,16)

are transferable to DOT/OCST for regulation and oversight of
commercial launch activities.

Risk Assessment provides the information necessary for Risk
Management decisions. Risk Management, in a regulatory context,
requires the evaluation of the impact and effectiveness of safety
standards and regulations to impose additional controls or relax
existing ones.

8.2  RISK PERCEPTION AND RISK ACCEPTABILITY

Subjective judgment and documented societal bias against low
probability/high consequence events may influence the outcome of
a risk analysis. Perceptions of risk often differ from objective
measures and may distort or politicize Risk Management decisions
and their implementation. Public polls indicate that societal
perception of risk for certain unfamiliar or incorrectly
publicized activities is far out of proportion to the actual
damage or risk measure (by factors of 10-100 greater than reality
for motor, rail and aviation accidents, but by factors of >10,
000 for nuclear power and food coloring).(14)  Risk conversion and
compensating factors must often be applied to determine risk
tolerance thresholds accurately to account for public bias
against unfamiliar (x 10), catastrophic (x 30), involuntary 
(x 100), immediate vs. delayed consequence (x 30) and the
uncontrollable (x 5-10) risk exposure.(17)

Different risk standards often apply in the workplace, in view of
voluntary risk exposure and indemnification for risk to exposed
workers; as opposed to public risk exposure where stricter
standards apply to involuntary exposure. The general guide to
work place risk standards is that occupational risk should be
small compared to natural sources of risk. Some industrial and
voluntary risks may be further decreased by strict enforcement or
adequate implementation of known risk management and risk
avoidance measures (e.g., wear seat belts, stop drinking alcohol
or smoking). Therefore, some of these risks are controllable by
the individual (e.g., do not fly, take the car to work or smoke),
while others are not (e.g., severe floods, earthquakes and
tsunamis).
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Relative Risk Assessment is a common method of ranking risk
exposure levels which enables decision makers to define
acceptable risk thresholds and the range for unacceptably high
exposure that would require Risk Management resources for
reduction and prevention. As Figure 8-1 and Table 8-1
illustrate, there are de facto levels of socially tolerated
(acceptable) levels of risk for either voluntary or involuntary
exposure to a variety of hazardous factors and activities.
Although regulators often strive to assess absolute levels of
risk, the relative ranking of risks is an appropriate Risk
Management strategy for resource allocation towards regulatory
controls. Cost benefit analysis is often required to bring the
burdens of risk control strategies to socially acceptable levels.
Figure 8-1 and Tables 8-1 and 8-2 show estimated risk levels
associated with natural and other (occupational, transportation,
etc.) hazards that may lead to undesirable health effects and
casualties. They show that risk levels vary greatly by causes of
harm (chemical, mechanical, natural or man made), probability,
degree of control, duration of exposure to the consequence
(immediate, delayed, short or long-term), distribution
(geographical, localized) in time and space, benefit to society
vs. costs of risk reduction and consequence mitigation.

Table 8-1 shows the relative risk exposure to individuals as a
casualty probability from various natural and regulated causes.(19)

This table and its precursors in the literature(6,17) illustrate
that the public voluntarily assumes risk levels which are 100 to
1,000 times larger than involuntary exposures to natural hazards
and normal activities. These levels may be used as indicators of
socially acceptable risk thresholds to compare when new
regulatory standards are set. Note that risk exposure is
normalized both to the population exposed and to the duration of
the exposure. To compare the risk associated with each cause,
consistent units must be used, such as fatalities or dollar loss
per year, per 100,000 population, per event, per man year of
exposure, etc.

Issues related to acceptable risk thresholds for regulatory
purposes and for the public at large are often complex and
controversial.(1- 5,17,19) The typical approach to establish risk
acceptance criteria for involuntary risks to the public has been
that fatality rates from the activity of interest should never
exceed average death rates from natural causes (about 0.07 per
100,000 population, from all natural causes) and should be
further lessened by risk control measures to the extent feasible
and practical.(13)

The societal benefit and the cost trade-offs for risk reduction
are widely used guides to set and justify risk acceptability
limits. By comparing the risks and benefits associated with
certain regulated activities, fair, balanced and consistent 
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limits for risk acceptability may be set and institutional
controls on risk may be established. Figure 8-1 is based on
Ref.9: Starr's 1969 risk benefit analysis, which, although later
challenged in the literature, illustrates several general trends
derived from an analysis of fatalities per person hour of
exposure to natural hazards and to hazardous human activities, in
terms of dollar-equivalent benefit to society. It appears that
voluntarily assumed risk levels are a factor of about 1,000
higher than involuntary risk exposure levels over the entire
range of benefits. Also, the acceptable risk curve appears to
vary as the cube power of the benefit, on this log-normal scale.

A typical regulatory risk threshold used to institute controls is
the one-in-a-million casualty probability.(17) Situations at this
threshold include: traveling 60 miles by car or 400 miles by air,
two weeks of skiing, 1.5 weeks of factory work, 3 hours of work
in a coal mine, smoking one cigarette, 1.5 minutes of rock
climbing and 20 minutes of being a man aged 60.

By analogy with other industries, in the case of space
operations, Range personnel and commercial launch service firms
may be considered voluntary risk takers, while the public at
large is involuntarily exposed to launch and overflight risks.
While Range Safety and on-site Range personnel are highly trained
in risk avoidance and management, the public must be exposed to
only minimal risk from commercial launch activities. 

There are clear but indirect public, economic and other societal
benefits derived from commercial space operations, including
efficient telephone and video communications, weather
forecasting, remote environmental sensing and crop data, better
drugs, advanced material fabrication, superior navigation
capability and other technology spin-offs. Based on the risk
comparability approach illustrated in Ch. 5 (Vol. 2) and the
Range Safety controls and practices (Chs. 2, Vol. 1 and 9, 10),
commercial launch activities appear to be well within the
socially acceptable risk limits at this time.

8.3 EXPECTED RISK VALUES AND RISK PROFILES

There are two fundamental components of Risk Analysis:

• Determination of the probability, Pi (or frequency of
occurrence, fi), of an undesirable event, Ei.  The
probability of an event is its likelihood of occurrence
or recurrence. Sometimes the probability estimates are
generated from a detailed analysis of past experience
and historical data available; sometimes they are
judgmental estimates on the basis of an expert's view
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of the situation or simply a best guess. This
quantification of event probabilities can be useful,
but the confidence in such estimates depends on the
quality of the data base on actual failures and the
methods used to determine event probabilities.
Probabilities have long been used in the analysis of
system reliability for complex equipment and facilities
and to anticipate and control various failure
scenarios.

• Evaluation of the consequence, Ci, of this hazardous
event: The choice of the type of consequence of
interest may affect the acceptability threshold and the
tolerance level for risk.

The analytical phase of a Risk Analysis generally consists of
three steps:(10) The triad: event (scenario), probability and
consequence is sometimes called the "Risk Triplet."

1. The qualitative step involves the selection of specific
hazardous reference events Ei (hazard identification)
or scenarios (chains of events) for quantitative
analysis.

2. The quantitative analysis requires the estimation of
the probability of these events, Pi.

3. The next quantification step is to estimate of the
consequences of these events, Ci.

The results of the analytical phase are used in the interpretive
phase in which the various contributors to risk are compared,
ranked and placed in perspective. This interpretive phase
consists of:

4. The calculation and graphic display of a Risk Profile
based on individual failure event risks. The process
is presented in Figure 8-2.

5. The calculation of a total expected risk value (R) by
summing individual event contributions to risk (Ri).

Naturally, all the calculations undertaken involve some
uncertainties, approximations and assumptions. Therefore,
uncertainties must be considered explicitly. Using expected
losses and the risk profile to evaluate the amount of investment
that is reasonable to control risks, alternative Risk Management
decisions involving avoidance (i.e. probability decrease) or
consequence mitigation can be evaluated in terms that are useful
to the decision maker. 
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Therefore, a sixth planning step usually included in Risk
Analysis is:

6. The identification of cost effective Risk Management
options, to be followed by:

7. Adoption of a Risk Management policy and
implementation.

The analytical phase yields results in the general form suggested
in Table 8-3. There are two useful ways to then interpret such
results: expected risk values, Ri, and risk profiles. Both
methods are employed for quantitative risk analysis.
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Expected values are most useful when the consequences Ci are
measured in financial terms or other directly measurable units.
The expected risk value Ri (or expected loss) associated with
event Ei is the product of its probability Pi and consequence
values:

R i= PixCi

Thus, if the event occurs with probability 0.01 in a given year,
and if the associated loss is one million dollars, then the
expected loss is:

Ri= 0.01 x $1,000,000 = $10,000

Since this is the expected annual loss, the total expected loss
over 20 years (assuming constant $) would be roughly $200,000.
This assumes that the parameters do not vary significantly with
time and ignores the low probability of multiple losses over the
period. To obtain the total expected loss per year for a whole
set of possible events, simply sum the individual expected
losses:

Total Risk, RT = PiCi+P2C2+ . . +PNCN  =

This expected risk value assumes that all events (Ei)
contributing to risk exposure have equal weight. Occasionally,
for risk decisions, value factors (weighting factors) are
assigned to each event contributing to risk. The relative values
of the terms associated with the different hazardous events give
a useful measure of their relative importance and the total risk
value can be interpreted as the average or "expected" level of
loss to be experienced over a period of time. One particular way
in which it is used is to compare it to the cost of eliminating
or reducing risk (i.e., as part of the Risk Management strategy)
in the context of cost/benefit analysis. Expected values of risk
(R) are of prime importance in both business and in regulatory
decision making under complex and uncertain situations.

Based on the definition of expected values, if event E2 has ten
times the consequences of event E1 but only one tenth the
likelihood, then the products R1 = P1C1 and R2 = P2C2 are equal.
That is, the events have the same expected level of risk. Thus,
expected risk levels provide a balance of probabilities and
consequences. In mathematical terms, the expected values may be 
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similar, but the low probability, high consequence event may be
of greater concern.(11,12) For example, a company may be prepared
to sustain a steady level of relatively small losses or
accidents, but is concerned with guarding against truly
catastrophic events. This is the motivation behind Risk
Management, although, in all cases a range of consequences may be
of interest. Determining the point estimates for best and worst
case Ri will produce limiting values for the risk estimates and
yield a band of uncertainty in risk level.

A common way to interpret the values of probabilities and
consequences of different hazardous events is by means of a Risk
Profile. This displays the probability distribution for
accidents and the range of their severity as a function of
likelihood. If sufficient accident data exist, the cumulative
probability distribution function is used as a Risk Profile to
show the probability of damages at a given level or greater.
Figure 8-3 shows an example of a hypothetical Risk Profile for
commercial launch operations. A point (Pi, Ci) on the curve can
be interpreted to mean there is a probability, Pi, of an accident
with a consequence at least as large as Ci. Given a set of
ordered pairs (Pi, Ci) obtained during the analytic phase of a
risk study, the actual Risk Profile is computed using the laws of
probabilities and combinatorial analysis. For actual cases, the
risk profile is usually constructed by drawing the lowest
decreasing curve so that all the points with C ≤ Ci are on or
below it. The separate hazardous events with consequences Ci ≤ C
are combined into a single event with a probability equal to the
sum of their individual probability values (i.e., their
cumulative probability). Then, the ordinate value Pi in Figures
8-2 and 8-3 indicates the probability of an event, Ei, with a
consequence as large as or exceeding Ci (C ≥ Ci). The
acceptability ranges for risk must be determined and regulatory
risk targets must be set consistent with these acceptable risk
thresholds. These goals are often set according to ALAP (as low
as practical), BAT (best available technology), BPT (best
practical technology) or the cost of risk reduction.(17) The
relative risk reduction achieved by various controls is also
displayed on the Risk Profile to indicate the merit and
effectiveness of potential regulatory risk reduction measures.
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The frequency or the probability of the undesirable event (launch accidents) is
plotted against the consequence magnitude of interest (potential public safety
impacts such as dollar loss for property damage, casualty, insurance claims). The
shape of the curve could be convex, rather than concave, or even discontinuous,
depending on the scale and the data points available. Shaded area denotes de-
facto acceptable risk levels or design/operation safety goals based on
established ELV launch practices at Government Ranges.

8.4 IDENTIFICATION OF HAZARDS, PROBABILITY ESTIMATION AND
CONSEQUENCE MODELING

Fault tree (or event tree) analysis has been successfully applied
in many technical fields to identify and logically order
scenarios leading to equipment breakdown, financial loss or other
system failures to be controlled (see section 8.7). Fault trees
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have been applied occasionally to problems associated with space
launches, mission planning and approval (Chapters 9 and 10).
This results in an extensive set of analyses of the potential
launch failure events and consequences.

Consequences of observed or anticipated accidents are often
modeled by extrapolation from small scale tests, limited
observations, simulations and scoping calculations. The goal of
quantitative risk assessment is not only to identify and rank
hazards, but to analyze the low probability events of high
consequence. This can focus corrective action, improve
management of risk factors and optimize resource allocation.
These extreme events are feared most by both public and
regulators. They are often used as "worst case scenarios" or
extreme "catastrophic" failures that serve as the basis for
conservative design and regulatory requirements.(11,12) 

However, catastrophic failures are seldom observed. Therefore,
their probability of occurrence and consequences are uncertain
and difficult to quantify. The Three Mile Island nuclear reactor
accident was this type of rare event. It occurred after 500
reactor years without a significant accident, yet was
qualitatively anticipated and approximated. A severe earthquake
along the San Andreas Fault, with catastrophic impacts on the San
Francisco Bay area, is another example of an anticipated hazard
of low probability and high consequence that is difficult to
predict and control. Future levels of risk are usually predicted
by statistical analyses of relevant experience, although, a
complete time series and representative sampling of hazardous
events seldom exists. Predictions are often based on inference,
event reconstruction, interpretation and extrapolation, rather
than on observed events.(11)  Because industry and regulators learn
to improve safety and reduce risk based on prior experience,
Bayesian statistics are sometimes used to reflect the decrease in
the probability/frequency of hazardous events when "learning"
improves the odds.(11,13) Alternative computational methods to
infer a risk profile envelope have been developed (e.g., trend
analysis) that include low probability, high consequence events,
when the high consequence results from a number of intermediate
events and the structure of such a composite event can be
analyzed and quantified.(12) However, such predicted or composite
risk profiles are often controversial, as is discussed in Chapter
9, which reviews the application of Risk Assessment methods to
space launch and orbiter systems and missions.

8.5 UNCERTAINTIES AND RELIABILITY

Risk Analysis is not an exact science. Despite this, it is
widely used to support regulatory and industrial decision making
and to allot resources. Risk analyses performed by different
analysts on the same issue may lead to different results. The
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reason is that there are substantial uncertainties intrinsic to
risk assessments deriving from incomplete knowledge and
identification of potential failures, from incorrect modeling
assumptions used in the quantification of hazardous events or,
more likely, from the variability in the possible type, time,
place and circumstances of an accident. Different (and possibly
incomplete) data bases and assumed failure rates of components
may be used and thus lead to discrepancies in results. Different
statistical analyses of the same data base may be justified by
stated assumptions and lead to further discrepancies in results.
Furthermore, the choice of a certain risk analysis methodology
may influence, and even determine, the conclusions of the
analyses. Judgments by experts evaluating and ranking the
hazards, i.e. the Delphi approach, are often subjective. Hence,
the risk analysis process has inherent limitations and
uncertainties which must be taken into consideration in decision
making.

Tests to establish reliability of complex components or systems
are usually expensive, making a minimum of tests desirable. On
the other hand, true probabilities are based ideally on results
from very large samples. When only a few items are tested, the
results may not be truly representative. Tossing a normal coin
two or three times may result in heads each time. This may lead
to the erroneous assumption that the result will always be heads.
The next three tosses may all be heads again, all tails or
combinations of heads or tails. With more and more tests the
average probability of a head (or tail) will be found to approach
0.5. The problem then arises as to how much confidence can be
placed on past results to predict future performance. The term
confidence level is used for this purpose. Tables have been
prepared to indicate the relationships between test results,
reliability and confidence. One such table is shown below in
abbreviated form (Table 8-4).

Since there are residual uncertainties associated with the
quantification of risk, confidence limits must be placed both on
failure probabilities (usually 60%-90% brackets) to reflect this
uncertainty. A 60 percent confidence interval means that there
is a 60 percent chance that the actual failure rate falls within
the range of given estimates. A 90 percent confidence limit
means that there is a 90 percent chance that real events will
fall within an estimated range. Confidence limits are based on
observations: if no failures occurred in 1,000 trials, there are
still three failures possible in the next 1,000. If 10,000 tests
were successfully completed, that would statistically correspond
to a probability of three failures in 10,000 events with 95
percent confidence (i.e., a reliability of .9997). In addition,
there may be large uncertainties in the consequence estimate, so
that for any "best guess" point estimate, "worst case" and "best
case" limits are needed.
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Most assemblies and systems actually do not have constant failure
rates, especially when the system does not have many components
that are similar or have similar characteristics, such as large
mechanical units. Instead of being exponential, the distribution
of failures may be Gaussian, Weibull, gamma or log normal. The
chief difference is in establishment of failure rates. Means of
improving reliability as indicated above remain the same. Table
8-4 is based on the simplest assumption of a binomial
distribution, where the outcome of any trial can be either
failure (F) or success (S), randomly occurring with the
probability of .5 (like tossing coins for Head/Tail outcomes).

8.6 RELIABILITY VERSUS SAFETY

Reliability Analysis often provides useful inputs to quantitative
safety analysis since failure rates (observed or design goals)
for safety critical components and subsystems permit the
evaluation and control of adverse safety impacts. Often, to 
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ensure safe operation, safeguards are incorporated into system 
engineering design, such as: redundant features; manual overrides
for automatic components (valves, switches) which are safety
critical and special quality assurance, acceptability and
maintainability specifications. Space launch vehicles and
payloads have been traditionally provided with redundancy in the
in-flight destruct or other termination system and the flight
control and communications subsystems (see Chapter 2, Vol.1).
This ensures that a guidance failure or a failure in boost,
sustainer or upper rocket stages will not lead to undesirable
off-range risk exposure and that risk to the public will be
avoided and controlled by the Range Safety Officer's ability to
safely destroy the spacecraft on command. 

Reliability data on components and subsystems are essential to
predicting performance. Table 8-5 shows as an example the
estimated probability that a certain number of failures will
occur in the next 20 tries for a hypothetical launch vehicle,
based on assumed operational performance reliability figures in
the range of historical values and on a skewed binomial
distribution. (See also Ch.3, Vol. 1 for published reliability
figures on commercial space vehicles.)
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However, it must be noted that although reliability figures feed
safety analyses directly, a highly reliable system is not
necessarily safer. A key issue is the trade off between
reliability and safety: adding sensors and control systems to
detect malfunctions in a critical subsystem may enhance safety,
but decrease the overall reliability. A stick of dynamite is an
example of a highly reliable, but clearly unsafe object: when
triggered intentionally or unintentionally, it will explode
reliably. It is unsafe because of its high energy content, its
explosive potential and its low trigger threshold. Safeguards
may enhance handling safety, but decrease functional reliability.
In favor of the reliability of simplicity, some engineers would
trade the sophisticated injection pumps in modern rockets for
simple gravity fed ("big dumb") rockets.

Both human error and infrequent operational or accidental
failures, can lead to catastrophic accidents with a low
probability of occurrence and potentially high risk exposure.
Indeed, in the case of space launch systems and operations, it is
the low probability and high consequence event that would
dominate the public risk exposure. The likelihood of occurrence
and the public safety impacts of any accidental failure in such
highly reliable subsystems and systems must be quantitatively
assessed in order to appropriately define acceptable and expected
levels of risk, and to regulate commercial space activities via
the licensing process (see Chapters 9 and 10).

Table 8-6 shows the kind of basic component failure rates which
are used in probabilistic system failure computations. These
apply to all mechanical and electrical systems across industries.
Similarly, human error must often be factored into estimating
probabilities of systems breakdown, since operator error or
judgment errors in responding to minor failures can have major
consequences. Table 8-7 shows that high stress work conditions
lead to more frequent human error than routine functions and
operations. Human failure rates are typically higher than
equipment failure rates and may compound them because of improper
or incomplete operator training in recognizing critical
situations or because of panic/stress response to an accident.
Considerable attention has been paid to human/ machine interfaces
and to crisis training of personnel. The same considerations
should apply in analyzing a launch "go/no go" decision, or a
command destruct decision for a space system, as for a reactor
operator or a flight controller in a busy airport tower.
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8.7 RISK ASSESSMENT METHODS

The adoption of an appropriate analytical technique is important
to any meaningful qualitative or quantitative failure and/or risk
analysis. Each risk quantification method discussed and
illustrated below has its own special merits, strengths,
weaknesses and an optimal domain of application (see Table 8-8).
Only if sufficient empirical and statistical data are available
is the probabilistic modeling of hazardous events justified. For
the very infrequent catastrophic event, a deterministic analysis
of consequences (i.e., scoping calculations to estimate the type
and magnitude of impacts assuming that the accident has
occurred) may be sufficient in order to consider possible risk
management (prevention and emergency response) and to estimate
the associated sensitivity to assumptions. Deterministic
consequence modeling of an unlikely catastrophic event is
acceptable and even necessary whenever accident statistical and
heuristic data available do not suffice to justify quantitative
estimates for its occurrence and observation based scoping
estimates for the magnitude of its consequences.
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There are several inductive methods of risk analysis which assume
a particular failure mode or failure initiating event. The
effects on the system performance are then analyzed in order to
infer the propagation of failures (failure chains) and to assess
the sensitivity of the system operation to the postulated initial
failures (bottom to top). The methods listed below focus
primarily on hazard identification and on the probabilities of
occurrence of hazardous events:

Inductive risk analyses methods used in industry to determine
what failed states are possible include:

• The Preliminary Hazards Analysis (PHA) - This is the most
general and qualitative identification and listing of
potentially hazardous conditions, which is used to guide
design, or the definition of procedural safeguards for
controlling these. Often, PHA suffices to identify causal
failure chains, possible safeguards and risk prevention
options. 

The list of hazardous events to be prevented or controlled
can be developed into subevents. PHA is usually carried out
at an early stage of design and operations planning in order
to allow both design and operational controls to be
implemented in a cost-effective manner. Table 8-9 is an
example of a Preliminary Hazard Analysis list of
failures/malfunctions, used to identify safety critical
failures and hazardous conditions and consequences, used to
suggest risk control (prevention, reduction and avoidance)
strategies. The PHA technique has been used primarily in
the chemical and petroleum industries and in the design of
critical facilities.

The PHA, although chiefly an inductive method, can also be used
in deductive analysis since it is primarily a systematic and
hierarchical listing of failures, accidental events and
circumstances leading to potentially catastrophic or major
undesirable consequences. Such listing of failure events and
their enabling conditions simulates closely and is complementary
to a FTA (see below) since it permits the definition of hazardous
chains of events and affords insight in the initiating (i.e.,
causal) factors enabling failure. The unlikely adverse end event
can also be analyzed in terms of more probable subevents, down to
the common minor failures in the domain of daily occurrences.
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• The Failure Mode and Effect Analysis (FMEA) - This is a more
detailed analytical procedure, which is used to identify
critical and non-critical failure modes. Single point
(component) failures which can lead to system break down are
thus identified and fixes, such as redundancies or
operational bypass, are designed into the systems to prevent
them. FMEA can be quantified if failure probabilities for
components can be used to derive the percentage of failures
by mode. Critical and non-critical effects are used for
managing risk and preparing emergency response plans.

• Failure Mode Effect and Criticality Analysis (FMECA) - This
type of analysis is a more detailed variant of FMEA. It is
used for system safety analysis, to enable detailed
assessment and ranking of critical malfunctions and
equipment failures and to devise assurances and controls to
limit the impacts of such failures (i.e. risk management
strategies). FMECA is usually a tabular listing of:
identified faults, their potential effects, existing or
required compensation and control procedures, and a summary
of findings.

• Fault Hazard Analysis (FHA) - This method is particularly
useful for inter-organizational projects that require
integration, tracking and accountability. It is typically
used for space systems when numerous contractors design,
test and certify various subsystems which must be integrated
into a payload or a final launch system. FHA forms display
in column format: the component identification by
subsystem; a failure probability; all possible failure
modes; the percent failures by mode; the effect of failures,
up to subsystem interfaces; the identification of upstream
components that initiate, command or control the failure and
any secondary failure factors or environmental conditions to
which the component is sensitive.

• Event Tree Analysis (ETA) - This approach is equivalent to
the qualitative part of Fault Tree Analysis (FTA, see below)
and is used to display the likely propagation of failures in
a system. Figure 8-4 is an example of an Event Tree which
is used to isolate a failure propagation sequence and
identify enabling conditions which can be controlled. Event
trees are used in FMEA, FMECA and FTA and require
identification of all failure initiating events. Figure 8-5
is an example of an event tree for commercial space
operational failures.
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• Double Failure Matrix (DFM) - This method is used to
list single vs. double subsystem failures, only after
failure categorization by effects on the system have
been completed. Namely, Fault Categories I-IV
correspond to the severity of impacts on the system:
I. negligible, II. marginal, III. critical and IV.
catastrophic. Then, for each subsystem the component
failures and the corresponding fault categories are
listed in matrix form to determine how many ways a
certain hazard category can occur (single and multiple
failure modes). 

• Hazard   and   Operability   Analysis   (Haz-Op), or
Operability Hazard Analysis (OHA) - This is another
method of safety analysis widely applied in designing
complex chemical facilities.(10) This procedure
involves the examination of design, piping and
instrument diagrams (P&ID) and operation flow charts in
order to ask a "what if" question at each node. What
would happen if a deviation from normal operations and
design conditions occurs at this point (Figure 8-6)?
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This method is equivalent to the FMEA analysis in the sense
that it permits identification of critical failure
initiators, single point failures, malfunction chains and
their effects on other parts of the system propagation of
failure. Design flaws that require safeguards to insure
operability (double valves, bypass redundance logic, manual
overrides, etc.) can thus be uncovered. This method is used
both in pre-design and post-design analyses to achieve
design verification, set acceptance criteria, meet
objectives in system operation, provide procedural
modifications to ensure safe operation and emplace
monitoring of safety critical items. A Haz-Op variant is
LAD (Loss Analysis Diagram), used to compare design options
and determine the risk acceptability levels or safety
margins in design. Similarly, contingency analysis is used
as a complementary risk analysis method to Haz-Op, in order
to manage risks, when loss of control or a critical accident
occurs.

In contrast to the above approaches, deductive risk analysis
methods require reasoning from the general to the specific: A
system failure is postulated and the subsystem failure modes
leading to it are analyzed and broken down to the terminal or
initiating failure event level ("top to bottom" or "top down"
approach). Most accident investigations are of this type and are
used to determine how a system failure can occur.(8) This
includes:

• The  Fault  Tree  Analysis  (FTA)  Methodology  for  Hazard
Assessment - The FTA technique is a logical method for
display and analysis of the hierarchical linkage and
propagation of failure events leading to the adverse end
result, placed at the top of the "tree." Branches in this
logic tree represent alternative failure paths leading to
the stipulated end event and display interdependencies of
failures. A staged fault tree (Figure 8-7) allows the
definition of intermediate levels of the events and
conditions that are necessary or enable failures to
propagate to the top of the tree. The intermediate failure
events may, in turn, result from the aggregation of lower
level failures from system-level down to subsystems and
component failures. The bottom levels display the failure
initiating or tree terminal events. Critical factors and
interrupt modes for failure chains can be identified and
quantitatively examined. The nodes of the fault tree
represent logic AND or OR gates.

8-26



8-27



The AND gate represents the simultaneous occurrence of conditions
or events necessary to result in failure propagation up the tree.
An OR gate indicates that each individual failure event entering
is capable of leading to higher level failures. Careful
consideration must be given to the independence or mutual
interdependence of events entering a particular logic gate to
insure the correct use of joint and conditional probability
concepts. 

In the case of ELV launch or orbital failures, a fault tree may
be used to highlight single point (critical) failures and "common
cause" (not independent) failures which must be "designed out" by
redundancy or greater safety margins. Clever analysts use
"exclusive OR gates," by defining mutually exclusive sets of
failure events or aggregating lower level failure events into
complementary groups to facilitate estimation of probability at
each node of this event fault tree. FTA can be used both for
qualitative, and for quantitative analysis of hazards. However,
qualitative results must be combined with accurate failure rate
data in order to achieve meaningful quantitative results.

Assuming independence of failures, there are five "minimal cut
sets," i.e., intersection of events, whose probabilities are
added at OR gates (provided that individual failure probabilities
are very small so that probability products are negligible
compared to their sum), and multiplied at the AND gate.

E1 = T + E2 =
= T + (K2 + E3) =
= T + K2  + (S·E4) =
= T + K2 + S·(S1 + ES) =
= T + K2 + (S·S1) + S·(K1 + R) =
= T + K2 + (S·S1) + S·(K1 + S)·R

The minimal cut sets are T, K2, S·S1, S·K1 and S·R (two singles
and three doubles). The largest contribution to the
probabilities will come from the single point failures T and
K2 (critical failures), since the small probabilities of
occurrence for the individual failure events, S, S1, K1 and R,
the product of their probabilities will make a very small, and
possibly negligible, contribution to the final event
probability. Probabilities of simultaneous failures at AND
gates necessary for a higher level failure to occur, may be
multiplied in some approximations only if conditional
probabilities for interdependent failures are subtracted and
the correct dimensionality is preserved. Usually,
probabilities of independent events at OR gates are added, if
P<1. Correct dimensionality must be observed for all types of
logic gates.(8)
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Each branch of a failure event tree must be quantified in a
consistent manner using either frequency units (1/time
dimensions, rate per year, per hour or per event) or normalized
dimensionless probabilities. By using observed or
projected/expected values for the frequency or probability of
various failure modes and by analyzing how they occur, the
likelihood of each hazardous event can be quantified. Risk is
the product of this probability (or frequency) by the
consequence magnitude of the undesirable event. The correct
probabilistic dependencies (conditional, joint, mutually
exclusive) for the occurrence of failure events of the lower
branches permit their quantitative aggregation at gates and up
the tree. References 1, 3, 7, 8 and 10 discuss and illustrate
the application, use and practice of FTA and other
Probabilistic Risk Analysis (PRA) methods, such as FMEA, in
industry and Government.

The NRC and DOE have made extensive use of PRA in analyzing,
licensing and regulating the operation of nuclear power plants;
in prioritizing generic nuclear industry, transportation and
waste disposal safety issues and in performing environmental
impact analyses.(14-16)  DOD has also used PRA to develop and test
nuclear weapon systems. PRA is a comprehensive and integrated
analysis of failures capable of revealing their
interrelationship and their likelihood. Thus, in spite of its
uncertainties, high cost, effort and limitations, PRA has
proven useful to regulators of technological risk both to
highlight gaps in knowledge and areas of research need and in
directing the industry and regulatory efforts towards redress
of high leverage safety problems. PRA's have aided in
formulating safety goals, criteria and defining risk
acceptability levels and numerical compliance targets for
industry.
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